
Lecture 21: Variance Reduction 
Methods and Sensitivity Analysis

Today’s Topics

1. Bootstrapping

2. Variance reduction methods

3. Importance sampling

4. Sensitivity analysis
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1. Bootstrapping

• How do we get estimates of the standard errors in 
our estimators that don't have known distributions? 
e.g., in our estimate for the variance.
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2. Variance Reduction Methods

• used to increase the accuracy of the Monte Carlo 
estimates that can be obtained for a given number of 
iterations

• "tricks" to make our MCS more "statistically efficient“

– more accuracy for a given number of samples, or 
fewer samples to achieve a given level of accuracy

• variance reduction methods: importance sampling, 
antithetic sampling, control variates, stratified 
sampling
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3. Importance Sampling

• a general technique for estimating properties of one 
distribution while only having samples generated 
from another (different) distribution
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3.1 Importance sampling general idea
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3.1 Importance sampling general idea
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3.2 Importance sampling for 
probability estimation
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3.2 Importance sampling for probability estimation

10



3.2 Importance sampling for probability estimation
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3.3 How to pick the biasing distribution
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3.3 How to pick the biasing distribution

13



4. Sensitivity Analysis

• How do we use our MCS results to understand which 
uncertain inputs are contributing the most to output 
variability?

– Important to understand where we should focus 
our uncertainty reduction efforts (improving 
manufacturing tolerances, improving models, 
installing sensors, etc.)
→ factor prioritization

– Important to understand where there may be 
uncertainties but they are not important
→ factor fixing
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4a. Vary-all-but-one (VABO) MCS

1. Run a MCS with all inputs varying

2. Fix input k to a deterministic value. Rerun the MCS 
with all inputs except k varying.

3. Compare statistics of the output (e.g., variance of 
Run #1 to variance of Run #2).

Questions: 

• at what value should we fix factor k?

• would the results be different if we fixed factor k to a 
different deterministic value?

• what about possible interactions among the inputs?
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4b. Global Sensitivity Analysis
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4b. Global Sensitivity Analysis
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