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6.189 Multicore Programming Primer Mini-Quiz #1 (1/10/2007) 
 
 
One trend that is helping the shift from superscalars to multicores is the “Memory Wall”, 
i.e. the increasing gap between processor and DRAM performance. How can multicores 
circumvent the memory wall issue better than superscalars? 
 
 
Multicores architectures decentralize resources, including memory, and thus reduce 
contention on a shared global memory. The availability of local storage on each core 
serves to reduce contention on a globally shared main memory, and if data is distributed 
adequately among the cores, then there is an effective increase in overall concurrency. 
 
Superscalars try to hide memory access latency with increased speculation and prediction 
(e.g., value and address prediction) which can be wasteful with respect to power. If a 
superscalar processor cannot completely hide the long access to memory, then it cannot 
make any progress. In multicores, a single core may idle until its data is fetched but that 
will not prevent other cores from continuing to compute. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


