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Problem 6.1 

For the following statement, verify whether it is true or false (give a 
proof if true, give a counterexample if false): 

Assume that 

(a)	 n,m are positive integers; 

(b)	 f : Rn × Rm and g : Rn × Rm are continuously differ-∈� Rn	 ∈� Rm 

entiable functions; 

(c) the ODE 
ẏ(t) = g(x̄, y(t)) 

has a globally asymptotically stable equilibrium for every x̄ →
Rn; 

(d) functions	 x0 : [0, 1] ∈� Rn and y0 : [0, 1] ∈� Rm are continuously 
differentiable and satisfy 

ẋ0(t) = f(x0(t), y0(t)), g(x0(t), y0(t)) = 0 � t → [0, 1]. 

Then there exists �0 > 0 such that for every � → (0, �0) the differential 
equation 

ẋ(t) = f(x(t), y(t)), ẏ(t) = �−1 g(x(t), y(t)), 

has a solution x� : [0, 1] ∈� Rn , y� : [0, 1] ∈� Rm such that xe(0) = x0(0), 
y�(0) = y0(0), and x�(t) converges to x0(t) as � � 0 for all t → [0, 1]. 
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The statement is false. To see this, consider the case when n = m = 1, 

f (x, y) = 3y 2 , g(x, y) = x − y 3 , x0(t) = t3 , y0(t) = t. 

Then conditions (a)-(d) are satisfied. However, every solution xe, ye of the singularly 
perturbed equation with initial conditions xe(0) = ye(0) = 0 will be identically equal to 
zero. Hence, the convergence conclusion does not hold. 

Problem 6.2 

Find all values of parameter k R for which solutions of the ODE system →
3 2 ẋ1 = x1 + k(x
1 − 3x1x2

)−
2 3 ẋ2 = x2 + k(3x
1
x2 − x

2
)−

with almost all initial conditions converge to zero as t � √. Hint: use 
weighted volume monotonicity with density function 

�(x) = x � .| | 
Also, for those who remember complex analysis, it is useful to pay at
tention to the fact that 

3 2 2 3(x
1 − 3x1x2

) + j(3x
1
x2 − x

2
) = (x1 + jx2)

3 . 

Using Theorem 11.5 with �(x) = x −6 yields convergence of almost every solution to | |
zero for all k R. Indeed, for →

⎥⎡ �⎦ ⎡ � 
3 2x1 x1 + k(x
1 − 3x1x2

)
f = 

−
2 3x2 + k(3x
1
x2 − x

2
)x2 −

we have 
div(�(x)f (x)) = 4|x| −6 for x = 0.∞

In addition, f (x) grows not faster than x 3 as x � √, and hence f (x) �(x) is integrable | | | | | |
over the set 

|
x ∀

|
1. Since � is positive, the assumptions of Theorem 11.5 are satisfied. | |

Problem 6.3 

Equations for steering a two-wheeled vehicle (with one wheel used for 
steering and the other wheel fixed) on a planar surface are given by 

ẋ1 = cos(x3)u1, 

ẋ2 = sin(x3)u1, 

ẋ3 = x4u1, 

ẋ4 = u2, 
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where x1, x2 are Decart coordinates of the fixed wheel, x3 is the angle 
between the vehicle’s axis and the x1 axis, x4 is a parameter characteriz
ing the steering angle, u1, u2 are functions of time with values restricted 
to the interval [−1, 1]. 

(a)	 Find all states reachable (time finite but not fixed) from a given 
initial state x̄0 R4 by using appropriate control. → 

This is a driftless system of the form 

ẋ(t) = g1(x(t))u1(t) + g2(x(t))u2(t), 

where 
⎤ �	 ⎤ � ⎤ � 

x1	 cos(x3) 0 
⎢� ⎢	 � sin(x3) 

�	 ⎢x = � x2 
⎢ R4 , g1(x) = � ⎢ , g2(x) = 

� 0 ⎢ 
. 

�	 x3 ⎣ → 
� x4 ⎣ � 0 ⎣ 

x4 0 1 

Let	
⎤ � ⎤ � 

0	 − sin(x3) 
⎢� 0	 ⎢ � cos(x3) 

�	 ⎢ � ⎢g3(x) = [g1, g2](x) = 
� 1 ⎣ , g4(x) = [g1, g3](x) =	 . 

� 0 ⎣ 

0 0 

Since vectors g1(x), g2(x), g3(x), g4(x) form a basis in R4 for all x R4 , every →
state is reachable from every other state in arbitrary (positive) time, provided that 
sufficiently large piecewise constant control values can be used. Since in our case 
the control values have limited range, every state is reachable from every other state 
in sufficient time. 

(b)	 Design and test in computer simulation an algorithm for moving in 
finite time the state from a given initial position x̄0 R4 to an arbi
trary reachable state x̄1 R4 .	

→ 
→ 

A very straightforward control algorithm for controlling the system is based on 
using commutators of differential flows of vector fields as approximations for the 
flows defined by Lie brackets of these fields. Let Sk

t (x) denote the differential flow 
defined by gk . While the state transitions S1 and S2 can be implemented directly 
by applying vector fields g1 and g2, we will approximate S

3 
t by S−t1 ≥ S−t2 ≥ St1 ≥ S

2 
t2 ,

1 2 1 

where t1 = ±
�

t and t2 = 
�

t. Similarly, S4 will be implemented by composing 
S1 and the approximations of S3 described before. Now, for a given current state 
vector x(t), and the desired terminal state x1, select the vector field gk for which 
v = gk (x(t))�(x1 − x(t))/ gk (x(t)) 2 is maximal, and then try to implement moving | |
with the flow Sk for some time proportional to v. 

A MATLAB simulation of the algorithm is provided in hw6 3 6243 2003.m 


