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MASSACHUSETTS INSTITUTE OF TECHNOLOGY 

6.436J/15.085J Fall 2008 
Problem Set 3 due 9/24/2008 

Readings: Notes from Lectures 4 and 5, and Recitation 3. 

Optional additional readings: 
(a) Sections 2.1 and 2.3 of [Grimmett & Stirzaker] 
(b) Chapter 3.1-3.12 of [Williams] 

Exercise 1. A standard card deck (52 cards) is distributed to two persons: 26 
cards to each person. All partitions are equally likely. Find the probability that 
the first person receives all four aces. 

52Solution: The total number of choices is 
26 . The number of possibilities 

where the first person receives all four aces is equal to the number of ways to 
distribute the remaining 48 cards, with 22 going to player 1 and 26 going to 

48player 2, which is 
22 . Thus, the answer is 

48 
22 
52 
26 

Exercise 2. The probabilistic method. Fifteen per cent of the circumference 
of a circle is colored blue, the rest is red. Show that, irrespective of the manner 
in which the colors are distributed, it is possible to inscribe a regular pentagon 
in the circle with all its vertices red. 

Hint: Pick an inscribed regular pentagon “at random.” Despite the random
ness in the procedure, you need to show that a pentagon with the desired property 
always exists. 

Note: The idea in this problem is a simple example of a very powerful 
(though non-constructive) method for establishing the existence of a certain ob
ject. It is used a lot in combinatorics, as well as in coding theory. 

Solution: The probabilistic method generally refers to a method of proving ex
istence. The idea is: if you want to prove that a structure with some particular 
properties exists, then if you can prove that a randomly selected structure has 
the given properties with some positive probability (no matter how small), then 
the existence is guaranteed. 

We apply this technique to this problem. We pick an inscribed regular pen
tagon at random by choosing uniformly over the circle the position of a vertex. 
Let event Vi be the event that vertex i is red, i = 1, . . . , 5. We are interested 
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in showing that P(V1 � · · · � V5) > 0. Note that for any i, P(Vi) = 0.85. Un
fortunately, our events are not independent, so we cannot multiply probabilities. 
Instead, we have: 

P(V1 � · · · � V5) = 1 − P((V1 � · · · � V5)
c) 

= 1 − P(V1 
c � · · · � V5 

c) 
5 

∪ 1 − P(Vi
c) 

i=1 

= 1 − 5 × 0.15 = 0.25 > 0. 

Exercise 3. Suppose that r different books are to be placed on n consecutive 
library shelves. Any shelf may contain any number of books, from 0 to r. An 
arrangement consists of a selection of which books are placed on which shelf, 
and in which order. How many different arrangements are there? 

Solution: Order the books arbitrarily. The arrangement can be determined by 
placing one book after another. For the first book, we choose one of the n 
shelves. This shelf is thus divided into two segments, and there are n+1 possible 
choices for the second book. Similarly, there are n+2 choices for the third book. 
It follows that there are n(n + 1) · · · (n + r − 1) possible arrangements. 

Exercise 4. Thelma and Louise each pick out independently k distinct integers 
out of the set {1, . . . , n}. Every subset of cardinality k is equally likely to be 
picked. Let T and L be the subsets they pick. Find the probability of the follow
ing events: 

(a) T	 = L. 

(b) T and L have exactly m common elements. 

(c) The numbers in T are drawn in increasing order. 

(d) T does not contain two consecutive integers. 

Solution: 

(a)	 Fix any subset of size k for T . There are n
k ways for Louise to choose k of 

the first n integers, and only one of these matches the subset T . Thus the 
answer is 1/ n

k . 
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k(b) Again fix T of size k. There are 
m ways to pick which m numbers of 
n−mT match the numbers in L, and 
k−m ways to pick the remaining non-

matching numbers. Thus the probability is 

k	 n − k n 
. 

m	 k − m k 

(c)	 Fix any subset of size k for T . In this subset, there are k! ways to order the 
k integers, and exactly one of these orders is increasing. Therefore the 
answer is 1/k!. 

(d)	 We want to count the number of possible subsets T without any consecutive 
integers. We can think of Thelma as sequentially picking the numbers 
in increasing order, since the ordering of the subset she chooses does not 
matter. Equivalently, we can think of Thelma of picking deciding how 
many numbers ri in a row she will not pick, before she picks the ith num
ber. Therefore, we must have: 

r1 + 1 + (1 + r2) + 1 + · · · + (1 + rk−1) + 1 + (1 + rk) + 1 ∩ n. 

Each ri must be a nonnegative integer. Therefore we need to count in 
how many ways we can choose the ri. This is equivalent to asking in how 
many ways we can choose k ordered nonnegative numbers that add up to 
something less than or equal to n−2k +1. This is the same as the number 
of ways we can choose k + 1 ordered nonnegative numbers adding up to 
exactly n − 2k + 1. Thus the answer is 

(n − 2k + 1) + (k + 1) − 1 n − k + 1 
= 

(k + 1) − 1	 k 

Since there are n
k total ways to pick a subset of k integers from the first 

n, the probability we want is 

n − k + 1 n 
. 

k k 

Exercise 5. Let X : � � R be a random variable and let g be a possibly 
discontinuous but nondecreasing function [that is, if x ∩ y, then g(x) ∩ g(y)]. 
Show that g(X) is a random variable, using only Definition 1 in the notes for 
Lecture 5, and first principles, without quoting any other known facts about 
measurability. 
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Solution: Let c ≤ R. Since g : R � R is strictly increasing, {x|g(x) < 
c} is either empty or an interval, either (−→, r] or (−→, r) depending on c. 
Remark that without any smoothness assumption on g, e.g. continuity, we need 
to consider all these possibilities. Let us assume it is the latter. The other case 
can be handled similarly. 

{�|g(X(�)) < c} = {�|X(�) < r}. Since X is a random variable, the 
second set is measurable. 

Hence, g(X) : � � R is a random variable. 
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Exercise 6. Suppose that X,Y,X1, X2, . . . are random variables defined on the 
same probability space. Show that X − Y and lim supn�� Xn are random 
variables, using only Definition 1 in the notes for Lecture 5, and first principles, 
without quoting any other known facts about measurability. 

Solution: 

1. To show that X − Y is a random variable, note that 

{X − Y > c} = {X > c + q, } {Y < q, } 
q→Q 

Indeed, suppose � belong to the right hand side of the above equation. 
This means X(�) > c + q and Y (�) < q, then clearly X(�)+ Y (�) > c. 
Thus � belongs to the left-hand side of the above equation. 

Conversely, suppose � belong to the left-hand side of the above equation, 
i.e. X(�)+Y (�) > c. Define � = X(�)+Y (�)−c. Let q be any rational 
number in (Y (�), Y (�)+�). Due to the way we defined �, X(�)−q > c, 
and therefore X(�) > c + q. It is also clear that Y (�) < q. Thus � must 
belong to the right hand side of the above equation. 

2. To show lim supi Xi is a random variable, first observe that supi Xi is (a 
possibly extended-valued) random variable as 

{sup Xi ∩ c} = �i{Xi ∩ c}. 
i 

Next, since supi�k Xi(�) is a always a nonincreasing sequence in k, 

{lim sup Xi ∪ c} = �k{sup Xi ∪ c}, 
k i�k i�k 

and this equation together with the measurability of supi�k Xi implies the 
measurability of lim sup Xi. 
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