
6.441 Transmission of Information

Problem Set 5


Spring 2010 
Due date: March 16 

Problem 1 Finite length random codes. 
Suppose n messages are mapped to codewords selected uniformly at random over all 

binary strings of length 4, for transmission over the Z-channel: 
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The receiver employs maximum likelihood decoding, declaring an error if there are two 
equally likely messages. 

a) For n = 2, what is the average probability of error? 
b) For n = 3, can you find a bound on the average probability of error? 

Problem 2 
Consider a DMC. Suppose that the decoder performs ML decoding under a mistaken set 

of transition probabilities. Find conditions on the true and mistaken transition probabilities 
such that you can provide an error upper bound, which is exponential in code length and 
which depends on the input PMF, the true transition probabilities and the mistaken ones. 

1




MIT OpenCourseWare
http://ocw.mit.edu 

6.441 Information Theory 
Spring 2010 

For information about citing these materials or our Terms of Use, visit: http://ocw.mit.edu/terms. 

http://ocw.mit.edu
http://ocw.mit.edu/terms

